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Abstract

This poster addresses issues in the interpreting of probability forecasts
based on multi-model ensemble simulations. Probabilistic skill in EN-
SEMBLES seasonal forecasts for Nino 3.4 is demonstrated. True cross-
validation is shown to be important given the small sample size avail-
able in seasonal forecasting. The sources of apparent (RMS) skill in
distributions based on multi-model simulations is discussed, and it is
demonstrated that the inclusion of “zero-skill” models in the long range
can improve RMS scores. This casts some doubt on one common justi-
fication for the claim that all models should be included in forming an
operational PDF. RMS “skill” is shown to be misleading. Results using
a proper skill score show the multi-model ensembles do not significantly
outperform a single model ensemble for Nino 3.4.

Evaluating ENSEMBLES

with a Proper Score

The performance of forecast distributions can be evaluated with the
“log p score” (Ignorance Score [2]), defined by:

S(p(y), Y ) = −log(p(Y )), (1)

where Y is the verification and p is forecast probabilistic density func-
tion. Ignorance is the only proper local score for continuous variables
[1,3]. In practice, given K forecast-outcome pairs (pt, Yt, t = 1, ..., K),
the empirical average Ignorance skill score is:


