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There will be a drinks reception following the final talk on Thursday 17th.

Support for this event by the London Mathematical Society and the British Combinatorial Committee is gratefully acknowledged.

Please click on these links for WLWOHV�RI�WDONV and VFKHGXOHV�DQG�ORFDWLRQ information.

http://www.cdam.lse.ac.uk/biggsfest_2007_titles.html
http://www.cdam.lse.ac.uk/biggsfest_2007_schedule.html
http://www.cdam.lse.ac.uk/
http://www.lms.ac.uk/
http://www.maths.qmul.ac.uk/~pjc/bcc/


Schedule and location of talks

Wednesday 16th May
Queen Mary, University of London - start time 10.30
Talks will be held in the Maths Lecture Theatre (MLT) and Room 103. These are in the School of Mathematical 
Sciences.

Time
10.15 - 10.30 Coffee available for early arrivals
10.30 - 11.10 Anthony Hilton - MLT
11.10 - 11.30 Coffee break
11.30 - 12.10 David Conlon - 103/Robin Wilson - MLT
12.15 - 12.55 Jackie Daykin - 103/Tony Gardiner - MLT
12.55 - 14.00 Lunch (own arrangements - options on campus and nearby)
14.00 - 14.40 Béla Bollobás - MLT
14.45 - 15.25 Douglas Woodall - MLT
15.25 - 15.45 Coffee break
15.45 - 16.25 Svante Janson - MLT
16.30 - 17.10 Colin McDiarmid - MLT

Dinner (own arrangements - curry enthusiasts might head for Brick Lane)

Thursday 17th May
London School of Economics and Political Science - start time 10.00
Talks will be held in the New Theatre (E171), in the East Building. The entrance to the East Building is on 
Houghton Street.
Time
10.00 - 10.40 Dominic Welsh
10.45 - 11.05 Coffee break - E168
11.10 - 11.50

http://www.cdam.lse.ac.uk/biggsfest_2007.html
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Wednesday May 16th, Queen Mary

1030 MLT Anthony Hilton

Queen Mary, University of London

Degree bounded factorizations of graphs

For d ≥ 1, s ≥ 0 a (d, d + s)-graph is a graph whose degrees all lie in the interval

{d, d + 1, . . . , d + s}. For r ≥ 1, a ≥ 0 an (r, r + a)-factor of a graph G is a spanning

(r, r + a)-subgraph of G. An (r, r + a)-factorization of a graph G is a decomposition

of G into edge-disjoint (r, r + a)-factors.

We discuss a number of results about (r, r + a)-factorizations of (d, d + s)-graphs. The

emphasis will be on the contrast between the good results known for simple graphs and

pseudographs (i.e. multigraphs with loops permitted), and the much less satisfactory

results known for multigraphs (without loops).

As an example of the results, for t



1130, Room 103 David Conlon

University of Cambridge

Some new results in Ramsey Theory

Ramsey’s Theorem states that, given two natural numbers k and l, there exists a

number n such that if the edges of a complete graph on n vertices are two-coloured, in

red and blue, then the graph must contain either a red Kk or a blue Kl. The smallest

such n is referred to as the Ramsey number r(k, l).



1215, Room 103 Jackie Daykin

Royal Holloway, University of London

String factorization algorithmics

A string is a finite sequence of symbols over an arbitrary alphabet, and a factorization

is a partitioning of a string. We say a set W of strings is a circ-UMFF if every string has

a unique maximal factorization over W . The classic circ-UMFF is the set of Lyndon

words defined using lexicographic ordering.

In this presentation optimal Lyndon factorization algorithms will be outlined for both

the sequential and CRCW PRAM parallel models of computing. While the sequential

algorithm can be implemented with a simple array, the parallel algorithm requires a

suffix tree data structure. We further describe characteristic combinatorial properties

of all circ-UMFFs and the construction of such a set. We illustrate with additional

examples of circ-UMFFs where each is derived from a method for totally ordering

sets. These include the V-word circ-UMFF derived from the V-order method for

totally ordering strings over arbitrary alphabetsV-ion



1215, MLT Tony Gardiner

University of Birmingham

Combinatorics for the common man

The characteristic clarity of Norman’s writing over the years has made combinatorial

ideas accessible to tens of thousands of mathematics and computer science students.

The talk will use specific examples to explore the question of how combinatorial ideas

might (and whether they should) be introduced earlier than has traditionally been the

case in England.

1400, MLT Béla Bollobás

University of Cambridge & University of Memphis

Problems, conjectures and results on the

two-dimensional square lattice

1445, MLT Douglas Woodall

University of Nottingham

Recent results on graph colourings



1545, MLT Svante Janson

University of Uppsala

Two sorting problems and the maximum number of runs

in a randomly evolving sequence

We study the space requirements of a sorting algorithm where only items that at the

end will be adjacent are kept together. This is equivalent to the following combinatorial

problem: Consider a string of fixed length n that starts as a string of 0’s, and then

evolves by changing each 0 to 1, with the changes done in random order. What is the

maximal number of runs of 1’s?

We give asymptotic results for the distribution and mean. It turns out that, as in

many problems involving a maximum, the maximum is asymptotically normal, with

fluctuations of order n1/2, and to the first order well approximated by the number of

runs at the instance when the expectation is maximized, in this case when half the

elements have changed to 1; there is also a second order term of order n1/3.

We also treat some variations, including a sock sorting problem.

1630, MLT Colin McDiarmid

University of Oxford

Random graphs on surfaces

There have been dramatic successes recently with the two related problems of counting

labelled planar graphs, and finding typical properties of random labelled planar graphs.

We start the process here of extending such investigations to graphs embeddable on

any fixed surface S. In particular we see that the labelled graphs embeddable on S

have the same growth constant as for planar graphs, and the same holds for unlabelled



Thursday May 17th, LSE

All talks take place in the New Theatre, E171

1000 Dominic Welsh

University of Oxford

Counting problems in minor closed classes of graphs

If H is a finite collection of graphs, Ex(H) denotes the class of graphs G such that G

has no member of H as a minor.

The classical example is when H = {K5, K3,3} so that Ex(H



1150 Derek Smith

University of Glamorgan

From distance-transitive graphs to spectrum efficiency

The work of Norman Biggs in the late 1960s focused on distance-transitive graphs and

also on colouring problems in graphs. In the 1970s he applied some of the ideas arising

in the theory of distance-transitive graphs to coding theory. In the 1990s he developed

an interest in the application of the algorithms and theory of graph colouring to radio

frequency assignment.

In this talk some of the early work will be outlined. It will also be shown how it has

inspired more recent work in radio spectrum efficiency. This work includes:

1) Radio frequency assignment treated as a generalized graph colouring problem;

2) Other approaches to radio frequency assignment when multiple interference must be

considered;

3) The construction of constant weight codes and their assignment in networks using

frequency hopping;

4) The construction of codes for code-division multiple-access radio systems and the po-

tential for code assignment;

5) The relevance of partitions of certain codes into Hadamard matrices to the security of

certain code-division multiple-access radio systems.

The talk will include an indication of the current state of the art in frequency assign-

ment. However the main aim of the talk is to show how interesting combinatorial

problems arise in work on spectrum efficiency.
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