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Just a few companies in the world can make 
technology at that level. That’s deeply intriguing,  
but also concerning. 

Supply-chain constraints

As we become more reliant on generative AI, all parts of the supply chain 
underpinning these systems become increasingly important globally. There are six 
key stages in the LLM supply chain, says Dr Peters: the supply of raw materials; the 
manufacture of semiconductors/microchips; the manufacture of GPUs; the 
provision of cloud services; building LLMs; and the creation of end-user apps.

Disruption at any of these stages would cause issues; however, Dr Peters finds that 
not all parts of the chain are equal, with many companies providing end-user apps 
and far fewer operating at the technical and manufacturing stages. Through data 
visualisation (see below), Dr Peters shows clearly which parts of the chain are 
particularly vulnerable, and which actors in the chain hold the most power.

“When we trace the process back, we start to see how difficult and constrained the 
supply chain becomes. At one end, many companies provide end-user applications, 
but that narrows quickly. Globally, there are just a handful of companies providing 
the raw computing power, and when we look at GPU manufacturing, this narrows to 
just one company – NVIDIA,” he explains.

Who holds the power in the AI era?

“From the NVIDIA point down, we see an extremely constrained supply chain,  
with just a few companies in the world that can make technology at that level. 
That’s deeply intriguing, but also concerning.

“There are manufacturing capacities that make operations difficult to scale up, so 
that is a real constraint, and of course shortages in any of the materials used to 
make the chips would also create delay. But our findings also raise questions of 
power, and the potential of geopolitical disruption.”

Being the one company responsible for the world supply of high-end GPUs gives 
US-based NVIDIA a huge amount of power, while also making GPU production the 
most vulnerable part of the LLM supply chain. Matters are made more complex, 
however, because while NVIDIA is only responsible for GPU design, the manufacture 
of these chips takes place in Taiwan, outsourced to another company, TSMC.

“This global element also adds a huge geopolitical dimension to LLM production. 
There is the conflict between China and Taiwan. Then there’s issues of foreign 
policy – for example, US policy has recently changed to try to limit exports of these 
types of chips to China. Any kind of conflict of course would also not just impact 
the production and supply of GPUs, but have a massive impact on world GDP.  
And then Taiwan is also prone to earthquakes – so that adds a different element  
of risk again,” Dr Peters says. 
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